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ABSTRACT 
This paper discusses a new technique for detecting affective 
events using Hidden Markov Models(HMM). To map low level 
features of video data to high level emotional events, we perform 
empirical study on the relationship between emotional events and 
low-level features. After that, we compute simple low-level 
features that represent emotional characteristics and construct  a 
token or observation vector by combining low level features. The 
observation vector sequence is tested to detect emotional events 
through HMMs. We create two HMM topologies and test both 
topologies. The affective events are detected from our proposed 
models with good accuracy. 

Categories and Subject Descriptors 
H.3.3 [Information Search and Retrieval]:  

General Terms 
 Algorithms 
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1. INTRODUCTION 
Recently, various techniques have been developed to 
automatically analyze and index multimedia data. Much of work, 
however, has focused on simple low level feature level and 
semantic analysis level [1].  To deal with a user’s preferences 
effectively in video retrieval and video abstraction, it is desirable 
to detect affective content from video data. In other words, if 
affective content is analyzed, a user can retrieve the most 
interesting video clips or watch most exciting segments of video 
[1].  
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Several research works have been done to extract affective content 
from video. One  method is to map low-level video characteristics  
into emotion space.   Hanjalic  and     Xu[2]    used  motion and 
sound information to construct affect curves.  From the affect 
curve, the user’s perception may be analyzed. Another method is 
to use sound energy dynamics to detect and classify affective 
sound event [3]. In this method, audio cues or sound patterns in 
horror films are detected automatically only for scene 
classification.  

However, limitations still exist in the detection of emotional 
event because the measurement of emotion related features or the 
mapping of low-level features into high level emotions is very 
difficult.  In addition, users with different cultures may not 
perceive the same emotions from video clips. To deal with these 
problems, we perform empirical study on the relationship between 
emotional events and low-level features of video data and 
construct a unified framework to detect emotional events from 
video data. 

In this paper, we propose a new affective content analysis using 
Hidden Markov Models (HMM). Section 2 discusses  affective 
feature extraction from color, motion and shot cut rate 
information. Section 3 presents emotional event detection 
methods using HMMs. Section 4 shows experimental results. 

2. Affective Feature Extraction 
To represent affective content, we use a two-dimensional model 
used by Lang [4,5], where the horizontal axis represents valence 
and the vertical axis represents arousal. Valence refers to the 
affective responses ranging from positive state to negative state. 
Arousal refers to the responses ranging from excited to the calm. 
Figure 1 shows two-dimensional expression of four basic common 
emotions such as fear, anger, sadness, and joy [5]. Color and 
motion information can also be represented in two dimensional 
emotion space [6,7]. However, it is very difficult to discriminate 
fear and anger from low level features such as color, motion and 
shot cut rate. So, in this paper, we detect three affective events 
such as fear, sadness and joy. 

To capture low level features which represent emotional 
characteristics, we have performed empirical study on the 
relationship between emotional events and simple low level 
features in video. The ground truth for three emotional events is 
manually determined on six 30-minute training video data which 
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are segmented into scenes. The scenes that belong to three 
emotional events are labeled by 10 students. If the video scene is 
labeled with the same emotional event by at least 7 of 10 students, 
we assign the scene as having one of three emotional events. From 
emotional events, we extract low level features. Table 1 shows the 
relationship between emotional events and low level features such 
as color, motion and shot cut rate. For example, at the fear events 
the colors are usually “dark and blue” or  “dark and red” and  
“low saturated”. The motion phase may be zoom, tilt or dolly and 
motion intensity is not related with fear events. The shot cut rate 
is usually fast. Based on the information like Table 1, we extract 
color, motion and shot cut rate information in detecting affective 
events from video data.    
 
 

Arousal

(Excited)

Valence

(Positive)

Low shot-cut rate

Low Motion

(Calm)

High Motion

High shot-cut rate

JOYFEAR/ANGER
Yellow / Orange / Red

(Negative)

SADNESS
Blue / Violet / Green

 
Figure 1.  Two dimensional Emotion Space 

 
 

Since emotional events or scenes consist of consecutive shots, 
we compute low level features from each shot of video scene. To 
compute color features, we transform RGB color space into HSV 
color space and then quantize the pixels into 11 culture colors 
such as red, yellow, green, blue, brown, purple, pink, orange, 
gray, black and white [8]. For a keyframe of each shot, we 
compute the histogram of 11culture colors. We also compute the 
saturation(S), value(V), dark colors, and bright colors. So, 15 
color features are extracted from each shot. 

To detect motion information, we compute frame differences 
between two consecutive frames in the shot and if the frame 
difference is larger than the threshold value, we divide the frame 
into nine regions and compute motions using optical flow. The 
motion phase is quantized into 8 directions and classified into 
“pan”, “tilt”, “zoom”, and “no camera motion” by template 
matching [9]. The motion intensity is also computed from 
dominant motion vectors.  In the case of  “no camera motion”, 
object motion intensity or frame difference is computed as motion 
intensity. Based on the motion intensity, each motion feature is 
quantized into three levels. The shot length is useful to represent 
shot cut rate. We compute each shot’s length and compared with 

median shot length because it shows a better estimate than the 
average shot length in the presence of outliers. 
 

Table 1. Emotional event and low level features 
 

 Color Motion 
(Phase/intensity) 

Shot cut 
rate 

Fear Dark and blue, 
sometimes 

dark and red 
Low saturated 

Zoom, tilt, dolly 
/NA 

Fast 

Sadness Dark 
Low Saturated 

No camera motion 
/  Small 

Slow 

Joy Bright colors NA 
/  Large 

NA 

 

 

3. HMM-based emotional event detection 
In this section, we will discuss the detection method of emotional 
events from the video. Our problem is to classify observed low-
level feature sequences into emotional events. Unlike most 
classical pattern classification problems, the data to be classified 
is time series data. To detect emotional events, we use Hidden 
Markov Models (HMM) because HMMs are widely used 
probabilistic models for time series data.  In addition, several 
works using HMMs show good potential for video parsing or 
segmentation [10-14].  

Color Token

(observation 
vector) 

generator

Motion

Shot- cut 
rate

Video 
shot

Training

Dynamic 
Programming

State sequence

Training sequence

HMM

Figure 2.  Proposed emotional event detection system 
 

To use HMMs, several things such as topology, observation 
vectors and statistical parameters of HMM, have to be 
determined. We construct two different HMM topologies shown 
in Figure 3 and Figure 4. In Figure 3, a four-state circular HMM 
model λ = (A, B, π) is created [10].  The states model one of 
emotional events such as Fear, Sadness, Joy and Normal state. 
For example, in Figure 3, “state 1” represents  Normal state. The 
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“state 2” represents Fear emotional state.  “State 3” and “State 4” 
represent Sadness emotional state and Joy emotional state, 
respectively. The arrowed lines indicate possible transitions 
between states. From the Normal state, it is possible to transit to 
any of the emotional states, but from the emotional state it is only 
possible to return to the shot state. The parameter A, B, and π are 
determined during the training process. Here 
 
A = { aij| aij = P(st+1 = qj | st = qi)}                          (1) 

aij : the probability of transiting from state qi to the state qj. 
 

B = {bj(k) | bj(k) = P(vk | st = qj)}                             (2) 
bj(k) : the probability of output symbol vk at state qj. 
 

π = {πi | πi = P(si = qi)}                                            (3) 

πi  = initial state probability. 
 

To apply HMM to time-sequential video shots consisting of a 
scene, the features of each video shot must be transformed to 
observation vector sequences  in learning and recognition phase. 
We use vector quantization technique in generating observation 
vector sequences. Each feature vector is transformed into the 
symbol that is assigned to the codeword nearest the vector in the 
feature space. Once the model topology and observation vectors 
are determined, the next step is to train the model by training data 
and determine the initial, state-transition and emission 
probabilities. Parameter estimation for the HMM is done using 
Baum-Welch algorithm [10].  

Sadness
“3”

Fear
“2”

Joy
“4”

Normal
“1”

Figure 3.  HMM for modeling emotional events. 
 

To detect emotional events through HMM like Figure 3, we 
compute observation vector sequences first. The observation 
vector or token vk is computed from  three low level features. 
Then, we decode observation vector sequences into the most 
likely sequence of hidden states by dynamic programming [10]. 
Emotional events like Fear are detected by identifying sequences 
of hidden states “1-2s”. 

Another HMM topology for emotional event detection is shown 
in Figure 4. Each HMM consists of two states and represents one 
of emotional events. Let us denote 4 HMMs by HMM-FEAR, 
HMM-SAD, HMM-JOY, HMM-NORMAL. Four HMMs are 
learned from a training data set, respectively. Given a set of 
observation vectors obtained from test data, we compute the 
likelihood of each HMM and assign the test data to one of 
emotional events which has the largest likelihood. 

4.  Experimental Results 
Preliminary experiments have been done with the HMM-based 
emotional event detection model proposed in Section 3. We made 
two data sets from six video data such as “I Know What You Did 
Last Summer”, “Dying Young”, “Autumn in New York”, “Mask”, 
“Scream” and “When Harry met Sally”. The ground truth for three 
emotional events is manually determined. One data set is used for 
training set and the other set is used for test set. The video data 
was segmented into shots using color histograms and key frames 
were selected for each shot using color and motion information 
[15]. For each key frame, we transformed RGB color space into 
HSV space and finally computed 15 color features(11 culture 
colors, saturation, value, dark colors and bright colors). The 
motion phase and intensity for each shot is computed. The relative 
shot length is also computed. From color, motion and shot length 
features,  observation vectors are generated  by vector 
quantization. 

Compare 
likelihood

Tokens
(Observation 

vectors)

Decision

HMM - FEAR

HMM - SAD

HMM - JOY

HMM - NORMAL

 
Figure 4. The 4-HMM Structure 

 
 

Two HMM topologies like Figure 3 and Figure 4 are created.  
For both HMM topologies, three different sets of observation 
vectors as color-only, motion+ shot length, and color + motion + 
shot length, are trained using Baum-Welch algorithm. To test our 
method, we compute a sequence of observation vectors from test 
video. To detect emotional events through HMM like Figure 3, 
we decode state trajectory by dynamic programming. We decide 
whether emotional events exist or not  by counting the number of 
emotional states. The emotional event detection through HMMs 
like Figure 4 is performed by comparing the likelihood of each 
HMM. The observation vector sequence is assigned to an 
appropriate event depending on which likelihood is larger.  The 
experimental results of color-only are shown at Table 2. Table 3 
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and Table 4 show the experimental results of motion + shot length 
and color + motion + shot length, respectively. While both 
topologies are quite successful for detecting emotional events, the 
experimental results reveal that the HMM topology like Figure 4 
performs better compared to the HMM topology like Figure 3. In 
addition, the performance improvement due to motion and shot 
length is not significant. Color-only observation vectors provide 
reasonable results.  
 

 
Table 2. Experimental Results (Color Only) 

 

 Detection Rate 
(Topology like Fig. 3) 

Detection Rate 
(Topology like Fig. 4) 

Fear 58.3 % 87.6 % 

Sadness 72.1 % 71.4 % 

Joy 65.5 % 69.3 % 

 
 

Table 3. Experimental Results (Motion + Shot Cut Rate) 
 

 Detection Rate 
(Topology like Fig. 3) 

Detection Rate 
(Topology like Fig. 4) 

Fear 58.3% 65.1% 

Sadness 76.8% 74.3 % 

Joy 77.4% 85.7% 

 
 

Table 4. Experimental Results (Color + Motion + Shot Cut 
rate) 

 

 Detection Rate 
(Topology like Fig. 3) 

Detection Rate 
(Topology like Fig. 4) 

Fear 61.9 % 81.3% 

Sadness 75.1% 76.5% 

Joy 73.6% 78.4% 

 
 

5. Conclusions 
In this paper, we propose a new method to detect affective events 
from video data using HMMs. We compute color, motion and 
shot cut rate from video data and construct feature vectors as 
observation vectors. We create two HMM topologies to detect 
emotional events. For both HMM topologies, the affective events 

are detected with good accuracy. Currently, we are experimenting 
with complex features to improve the detection results. We also 
develop a learning method to reflect user’s preferences in 
detecting emotional events. Furthermore, if we incorporate audio 
features, the detection results for emotional events will be 
improved. 
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